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SWARMs Early Trials 
The first stage of field trials and demonstrations planned in the SWARMs project 

was held during the last weeks of September 2016. These Early Trials took place 

at PLOCAN facilities in Gran Canaria island (Spain) with a duration of 10 days of 

exhaustive proofs of concepts and validations of the technical developments made 

during the first year of the project. 

In order to address the different challenges within the project, a series of seven 

different missions were executed as previously planned. These missions were 

essentially split according to the respective domains and involved technologies, 

i.e. Environment sensing, Communication, Simulation and Middleware (MW): 

Mission 1: Bathymetric sensors and seabed mapping 

Mission 2: HF modem data transfer 

Mission 3: USV-Shore communication 

Mission 4: AUV-ASV communication 

Mission 5: Simulation of ROV-Shore-USV data transfer 

Mission 6: Simulation of models for vehicles, sensors and manipulators 

Mission 7: Mission planning with several vehicles 

The fruitful collaboration among partners participating in the trials produced a high 

quality set of results aligned with the SWARMs objectives defined for the Atlantic 

Ocean Validation milestone, which were directly related to the effective testing of 

devices or technological developments carried out in the first year of the project. A 

plethora of useful information was collected during the Early Trials, not only in 

terms of data but also concerning integration and testing procedures, as well as 

good practices, to be further exploited in the next validation milestones at the 

Black Sea (Romania) and at the Norwegian coast. 

SWARMs Newsletter #2  January 2017 

Further in this issue 

1
st
 Stage integration  

To proceed with demonstration 

activities, a first stage of integra-

tion will be held in the first half of 

2017, culminating at the Black 

Sea, in Romania. The aim is to 

integrate, within the participant 

vehicles, several developments 

from SWARMs working together. 

Two vehicles used in the Early Trials 



Environment sensing  
One of SWARMs main goals is to define the sensors and information processing 

framework that will allow the perception of the existing environment and therefore 

provide more autonomy to the vehicles, allowing them to perform more complex 

tasks and, when a completely autonomous operation is not feasible, appropriately 

simplify the information so that it can be exchanged with an external operator. 

During the first year of the project the main focus has been given to different types 

of sonars suitable for large scale mapping, such as side-looking and forward-

looking sonars, as well as different types of optical sensors suitable for close 

range inspection, such as stereovision cameras, and algorithms for automatically 

extracting information from sensor datasets and merging different types of maps.  

Both acoustic and optical sensors were successfully tested during the Early Trials 

conducted at PLOCANôs facilities. The Klein 3500 bathymetric side-looking sonar 

was successfully integrated in the ECA A9 AUV and tested in a shallow water test 

site in Melenary Bay, at Gran Canaria island. The reflectivity and depth maps were 

processed offline for quality assessment and feature extraction. The extracted 

features were afterwards used to cue the Desistek SAGA ROV, equipped with 

forward-looking sonar and video, for detailed inspection of those features. 
ECA A9 and Desistek SAGA 

Constellation of landmarks detected automatically using an algorithm developed by ECA  

SAGA video image of a landmark 

Detail of landmark in A9 sonar image  

Map of testing region, including survey area represented by blue rectangle 



Communication subnetworks 
The sea is a harsh and challenging environment for communication systems, both 

in air and underwater: 
¶ Its surface acts like a mirror, reflecting both RF and acoustic incident waves; 

¶ Medium to high sea state causes a lot of diffraction and random reflection of 

electromagnetic waves and it increases the ambient noise; 

¶ The acoustic communication range and bandwidth are limited by the absorption 

coefficient, as function of local environmental conditions. 

For both overwater and underwater regions, the transmission can be subjected to 

limited range, interruptions and loss of data because of frequency interferences 

and noise disturbances. Thus, it is very important to characterize the performance 

of communication systems in the real environment and to make tests in operative 

conditions so to identify limitations and to select/adapt protocols for improving 

performance and resilience. The subnetworks considered in the first year of 

SWARMs project have been tested at sea under a broad range of representative 

environmental conditions, during the Early Trials. 

1. Medium and High Frequency (MF and HF) acoustic subnetwork: In this 

location, some different configurations of underwater networks have been 

analyzed according to the preliminary design definitions (star topology with mobile 

nodes and predefined path). Several tests were performed considering different 

protocols and routing algorithms, as well as adapting the transmit level in very 

shallow waters (5 m at the pier, up to 40 m in open water). In a final test it was 

possible to connect, on MF, the remote control station at the pier with the terminal 

node on a boat 1 km  away in open water, reaching throughput values of 2 kbps. 

Regarding the HF modems, due to the preliminary configuration of the modem 

prototypes, the aim of the tests at pier were 

to test the performance of the acoustic 

transducers as function of distance and verify 

acoustic compatibility with other sensors 

(sonars, MF modems, thrusters, harbor 

noise) in rather shallow water (up to 5 m). 

Experimental results showed an effective 

throughput of around 66 and 16.5 kbps when 

distance was 10 and 50 m, respectively. 

2. RF and Wi-Fi subnetwork: These communication technologies and 

respective overwater subnetwork is based on state of the art components, which 

are commonly used, but specific conditions at sea can limit its performance and 

range. Particularly, parameters associated to spatial diversity, such as antennas 

distance, altitude over sea level and the stability of the platforms where they are 

installed, are fundamental in defining the system range and performance. Several 

different conditions were considered in the trials, such as: onshore CCS 

(Command and Control Station) antennas on top of a building and directly on a 

reef; antennas on board of boats, on mast between 1.5 - 4 m above sea level; sea 

state in the range 1 to 3 (at least) with strong wind; also various communication 

protocols, transmit power, polarization and also advanced techniques, e.g. spatial 

diversity and MIMO; a small rubber inflated boat simulating a buoy. In these trials, 

the achieved average throughput ranged between 2 - 7 Mbps, with latency values 

between 2.2 - 70 ms, and links range between 470 - 8700 m for Wi-Fi and RF, 

respectively, and according to the sea state that varied between 2 and 4. 

Early integration of 
the subnetworks  
Following the achieved positive 

results regarding the considered 

subnetworks, a final test was 

planned and carried out integrating 

the RF, Wi-Fi and MF underwater 

subnetworks, demonstrating the 

capabilities of the designed and 

selected subsystems to transfer 

information from a remote control 

station onshore to an underwater 

node terminal at sea. 

This experiment was repeated 

three times and it was part of the  

live demonstrations in SWARMs 

first Technical Review. 

Moreover, in this demonstration it 

was possible to establish and keep 

a bidirectional communication link 

between the onshore CCS and the 

end point at the pier, where the 

communication full path was com-

posed by: 

¶ RF link from onshore CCS to a 

support boat; 

¶ Wi-Fi link from the support  boat 

to the main boat (Boat 2); 

¶ Underwater acoustic subnetwork 

(MF) with 5 nodes, from the 

main boat to the pier. 

Early integration communication path RF and Wi-Fi: CCS onshore (top of building and reef), main boat and support boat 

MF / HF: modems submerged at pier 



Robotic vehicles architecture 
A generic software architecture is developed in the project and is being adapted to 

proprietary on-board software of the SWARMs heterogeneous robots. The main 

objectives are to allow each robot to receive high level mission tasks from the 

MMT (Mission Management Tool), to perform the requested tasks in a quite 

autonomous way including the cooperation with other vehicles, and to report to the 

MMT. Six software (SW) components (see figure below) have been specified: 

¶ The Robot Supervisor, central in the architecture, executes the planned actions, 

reacts to disruptive events and manages the robot configuration; 

¶ The Robot Planner computes a detailed plan of actions from tasks received 

from the MMT and replans on disruptive events; 

¶ The Robot Monitor monitors vehicle activities in order to detect faulty 

behaviors and generates health indicators; 

¶ The Robot Generic Interface translates generic actions into generic commands 

and is the repository of data collected from the robot; 

¶ The Robot Specific Interface translates generic commands into robot specific 

commands and collects data, events and faults from the robot; 

¶ The Data Distribution Service Proxy interfaces with the external world (MMT and 

Middleware system) via the communication systems. 

 

The robot architecture has been connected to SWARMs simulator environment 

and data transfer was validated during the Early Trials: 

¶ Reception of a mission vehicle task: inspect wind base turbine; 

¶ Use of a pre-computed plan, i.e. a list of actions to move around the base of a 

wind turbine; 

¶ Sending of actions to the simulated robot and receiving end of actions reports. 

Robot Operating 
System (ROS) 
To ensure good level of genericity, 

the robots architecture has been 

implemented using the ROS 

framework: each light blue SW 

component represents a ROS 

node in the presented architecture. 

Supervisor 
State machines model the robotôs  

expected behavior in nominal and 

degraded situations, and the plan 

execution function uses Simple 

Temporal Networks to manage 

temporal constraints. 

Planner 
Three types of planning problem 

must be solved on-board robots 

according to the different tasks of 

the mission: motion planning; area 

coverage; resources management. 

The problem and domain are 

described using standard Planning 

Domain Definition Language. 

Algorithms are under development 

to adapt to SWARMs challenges. 

Monitor 
Data from environment sensing 

and recognition, as well as robot 

internal check, are planned to be 

used to make diagnosis (now) and 

prognosis (future) for each generic 

vehicle action. Forecast algorithm 

relies on Boolean optimization 

(MaxSAT) and uses qualitative 

models and variables. 

Next demonstration 
For the first set of demonstrations 

in June 2017 at the Black Sea, 

three vehicles should on-board the 

SWARMs architecture and be part 

of a demonstration mission, which 

main goal is to monitor chemical 

pollution, namely H2S. 

Simulation results at the robot level Next demonstration participant robots  

Robot system integration architecture  


